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ABSTRACT
Textual topic detection methods that work by clustering
terms according to their cooccurrence patterns are called
feature-pivot methods. Typically, the similarity measure
that is used for such clustering methods takes into account
the cooccurrence patterns of only pairs of items. In this
work, we argue that examining the simultaneous cooccur-
rence patterns of a larger number of terms, is a better option
when the corpus contains a set of closely related fine-grained
topics. To this end, we treat the topic detection problem as
a Frequent Pattern Mining problem and propose a novel al-
gorithm for “soft” Frequent Pattern Mining. We test the
proposed approach using three annotated datasets collected
from Twitter and compare it to a set of algorithms that in-
cludes a graph-based feature-pivot approach that takes into
account only cooccurrence patterns, a standard Frequent
Pattern Mining algorithm and Latent Dirichlet Allocation.
The results indicate that SFPM is performing better than
the other tested methods and show a clear improvement over
the standard FPM approach.

Categories and Subject Descriptors
H.4.m [Information Systems Applications]: Miscella-
neous; I.5.4 [Pattern Recognition]: Application

General Terms
Algorithms, Theory, Experimentation
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Topic detection, Frequent pattern mining, Soft frequent pat-
tern mining, Feature-pivot

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are not
made or distributed for profit or commercial advantage and that copies bear
this notice and the full citation on the first page. Copyrights for components
of this work owned by others than ACM must be honored. Abstracting with
credit is permitted. To copy otherwise, or republish, to post on servers or to
redistribute to lists, requires prior specific permission and/or a fee. Request
permissions from Permissions@acm.org.
WIMS ’14, June 02 - 04 2014, Thessaloniki, Greece
Copyright 2014 ACM 978-1-4503-2538-7/14/06 ...$15.00.
http://dx.doi.org/10.1145/2611040.2611068

1. INTRODUCTION
A wealth of textual data is constantly being generated on

the Web, in the form of news articles, blog posts, tweets,
etc. This data is a very rich source of information that
relates to real-world activity and thus may be of interest to
diverse audiences. Consequently, the development of text-
processing and topic detection techniques for the extraction
of insights from large amounts of online text has attracted
significant research effort.

Textual topic detection methods largely fall in three classes.
The first, termed document-pivotmethods, group together
individual documents according to their similarity. The sec-
ond class, termed feature-pivot methods, group together
terms according to their cooccurrence patterns. The third
class, probabilistic topic models, treats the problem of
topic detection as a probabilistic inference problem. Nat-
urally, methods belonging to each of these classes repre-
sent topics differently. A document-pivot method repre-
sents a topic with sets of relevant documents; a feature-
pivot method represents topics with a set of terms and a
probabilistic topic model represents a topic by a distribu-
tion of terms. In this work, we focus on feature-pivot meth-
ods. In particular, we examine the effect of the “degree” of
examined cooccurrence patterns on the term clustering pro-
cedure. Previous approaches typically utilized a similarity
metric between pairs of terms, i.e. the examined cooccur-
rence patterns has a degree of two. We argue that in the case
that the corpus contains a set of related fine-grained topics,
examining only pairwise cooccurrence patterns is likely to
produce mixtures of topics instead of the individual fine-
grained topics. In this work, in order to deal with this issue,
we propose to examine simultaneous cooccurrence patterns
between more than two terms, i.e. we look at cooccurrence
patterns of degree larger than two. We build on the con-
cept of Frequent Pattern Mining (FPM) and propose the
Soft Frequent Pattern Mining (SFPM) algorithm. Whereas
a pure FPM formulation for topic detection [10] would look
for sets of items (of any size) that cooccur frequently in the
same document, the SFPM approach is a less strict version
of FPM, by not requiring that all terms in a set frequently
cooccur together but large subsets of the set do.

SFPM is evaluated on three tasks. All tasks involve the
detection of specific topics on a collection of tweets that are
related to specific events, the USA Super Tuesday primaries



on March 2012, the FA Cup final in May 2012 and the US
elections in November 2012. SFPM is evaluated against a
graph-based feature-pivot approach that examines the pair-
wise cooccurrence of terms, a standard FPM approach and a
commonly used probabilistic topic detection algorithm, La-
tent Dirichlet Allocation (LDA). The results indicate that
SFPM is performing better than competing methods and
show a clear improvement over the standard FPM approach.

The rest of the paper is structured as follows. Section 2
presents a review of topic detection methods. Subsequently,
Section 3 discusses the problem with feature-pivot methods
that take into account only pairwise cooccurrence patterns
and introduces the SFPM algorithm. Section 4 presents the
experiments conducted in order to evaluate SFPM against
competing methods. Finally, Section 5 concludes the paper
and discusses some future work.

2. RELATED WORK
As previously discussed, there are three large classes of

topic detection methods: document-pivot, feature-pivot, and
probabilistic topic models. It is not easy to conclude on
which class produces the best results. Nevertheless, it has
been reported [8] that the similarity of pairs of documents
may easily be dominated by noisy features and therefore
items may be incorrectly clustered using document-pivot
methods. Probabilistic approaches have been reported to
produce good results, however, they are typically computa-
tionally expensive. In the following, we present a short re-
view of topic detection approaches that belong to the three
aforementioned classes.

2.1 Document-pivot approaches
Document-pivot approaches typically compute a measure

of similarity between either a pair of documents or a doc-
ument and a prototype cluster representation. In the first
case, if the similarity between the incoming document and
the best matching document that is already in the collec-
tion is above some threshold, then the incoming document is
added to the same cluster as the best matching document. If
not, a new cluster is generated. Similarly, in the latter case,
if the similarity of the incoming document to the best match-
ing cluster is above some threshold, the item is added to the
cluster, otherwise a new cluster is created. The document-
pivot approaches appearing in the literature generally apply
a variation of one of these two approaches. Typically they
differ in that they compute the similarity in different ways,
they apply special techniques for finding the best matching
item or cluster, or they use some post-processing step.

For instance, [19] presents a typical document-pivot method
that has been applied on the problem of breaking news de-
tection. In this approach, tweets are represented using the
classical bag of words representation and a TF-IDF weight-
ing scheme. The similarity measure used for clustering is
a combination of document-to-document and document-to-
cluster. In particular, an incoming tweet is clustered with
other tweets by comparing its TF-IDF vector with the TF-
IDF vector of the first item and the TF-IDF vector of the
most common terms in each cluster. A similar approach
is presented in [22]. It utilizes a variant of the incremen-
tal clustering approach, termed “leader-follower” clustering,
which takes into account both the textual and the temporal
proximity between an incoming tweet and each cluster. A
feature of the approach that makes it appropriate for large

datasets is that, not all existing clusters are examined, but
only the ones which share at least one textual feature with
the incoming tweet, using a simple indexing scheme. More-
over, clusters older than some limit are not examined.

Another incremental document-pivot approach that at-
tempts to deal with scalability issues, albeit one that is based
on document-to-document similarity, can be found in [18]. It
utilizes a modification of Locality Sensitive Hashing (LSH)
to retrieve fast the best match for each incoming document.

In general, such incremental clustering approaches require
appropriate setting of a threshold parameter. If the thresh-
old is set too low, then a single cluster will either represent
too generic topics or mixtures of topics. If the threshold is
set too high, then clusters will tend to be fragmented and
a single topic will be represented by many clusters. The
threshold is in most cases set empirically and also it clearly
depends on the selected similarity measure. Moreover it
should be noted that fragmentation is a more general issue
for document-pivot approaches. That is, it is likely that
due to the fact that a topic may be expressed in different
ways, many clusters represent a single topic. However, since
with time the representation of a topic becomes enriched, it
is possible that a merging procedure can be applied. Var-
ious approaches attempt to deal with fragmentation. For
instance, [22] periodically attempts to find fragmented clus-
ters and labels the older as the slave cluster and the newer
as the master cluster. If a new item is clustered with the
slave cluster it is automatically assigned to the master clus-
ter. In order to deal with fragmentation, a second pass of
the incremental clustering procedure is applied in [2].

2.2 Feature-pivot methods
Feature-pivot methods attempt to cluster together terms

according to their cooccurrence patterns. In general, a first
step of such approaches involves the selection of the terms
that will be clustered and for which the cooccurrence pat-
terns will be computed. Different criteria may be used. For
instance, the most common terms that are not stop words
or the most bursty terms. In the second step, some form
of inter-term similarity, typically between pairs of terms is
computed and is used in conjunction with some clustering
procedure. Approaches that have appeared in the literature
present a large variety of ways to select the set of terms to
be clustered, to compute the inter-term similarity and to
perform clustering.

One of the most interesting feature-pivot approaches is
presented in [6]. This approach is interesting in that it
utilizes social features in order to select the terms to be
clustered. It defines the “energy” of each term, a quantity
that takes into account both the frequency of term occur-
rence but also the importance of the users that have posted
documents including the term. The terms with the highest
“energy” are clustered using a graph-based algorithm. That
is, a graph where each node represents a term and each
edge is weighted by some measure of inter-term correlation
is formed. An adaptive edge-thinning algorithm is used in
conjunction with a reachability algorithm to obtain a set of
term clusters.

Typically though, the set of terms to be clustered is se-
lected by taking into account only the frequency or the
burstiness of the appearance of terms. For instance, in [8]
terms are selected according to their burstiness. This is done
by modelling the distribution of the number of documents



that contain each term in a single window of time. For some
window in time, a feature will be termed bursty if the num-
ber of documents that contain it is above the median of the
distribution. Once the bursty features are found, the fea-
tures are clustered using a probabilistic model which takes
into account the cooccurence of features.

Of particular interest are approaches that are based on sig-
nal processing operations. One of them is “Event Detection
with Clustering of Wavelet-based Signals” (EDCoW) [24].
This computes the Document Frequency - Inverse Document
Frequency (DF-IDF, similar to TF-IDF) for each term and
for each time slot. EDCoW forms a signal with all the DF-
IDF values for each term and transforms it using a sequence
of signal processing operations. The terms to be clustered
are the ones with the highest autocorrelation value for the
corresponding final signal. Eventually, the cross-correlation
between all pairs of the selected features is computed and
this is used to form a correlation matrix which is essentially
a representation of a graph with nodes that correspond to
the features and edge weights that correspond to the corre-
lations. A simple heuristic rule that takes into account the
distribution of the cross-correlation values is used to spar-
sify the matrix. Eventually, an eigenvector-based, spectral
algorithm is used to cluster the graph’s nodes.

Yet another approach that utilizes signal processing tech-
niques can be found in [13]. This also constructs a signal for
each term using DF-IDF values. However, it applies the Dis-
crete Fourier Transform on it and determines the dominant
period and power spectrum. These values are used to select
the terms that will be clustered. Eventually, pairwise simi-
larities between pairs of the selected terms that are based on
the KL-divergence on the distributions of appearance of the
terms are computed. A simple cost function that depends
on the KL-divergence is defined and a greedy algorithm is
used to group together the selected terms. One interesting
aspect of this method is that it is able to characterize topics
as periodic or aperiodic.

An interesting graph-based approach is presented in [23].
This organizes the selected terms (those with document fre-
quency above some threshold) in the “KeyGraph”. The
“KeyGraph” has one node for each selected term and con-
nects terms if they cooccur more than a prespecified number
of times and if the conditional probability of the one appear-
ing provided that the other has also appeared is above some
other threshold. The clustering algorithm progressively re-
moves the edges with the highest betweeness centrality and
this results in parts of the graph to separate from each other.
Additionally, the approach is able to handle terms that may
be relevant to more than one topic by conditionally dupli-
cating nodes during the clustering procedure.

To summarize, most of the feature-pivot methods in the
literature, regardless of the employed term selection mecha-
nism, examine the cooccurrence patterns (in various forms)
between pairs of terms. In practice, depending on the clus-
tering algorithm, this may lead to common terms being in-
correctly grouped with some terms, simply due to the fact
that they are quite common and they may be marginally
linked to a large number of topics. In the next Section, we
will examine, how taking into account cooccurrence patterns
with degree larger than two can assist in topic detection.

2.3 Probabilistic topic models
The third class of topic detection models comprises prob-

abilistic topic models. These approaches represent the joint
distribution of topics and terms using a generative prob-
abilistic model, which consists of a set of latent variables
that represent topics, terms, hyperparameters, etc. Two
very well known probabilistic topic models that have been
extended in many ways are Probabilistic Latent Seman-
tic Analysis (PLSA) [14] and Latent Dirichlet Allocation
(LDA) [4]. LDA is probably the most popular probabilis-
tic topic model; it uses hidden variables that represent the
per-topic term distribution and the per-document topic dis-
tribution. Learning and inference in LDA is typically per-
formed using Variational Bayes [7] but other approaches
such as using Gibbs sampling have appeared [25]. Addi-
tionally, supervised versions of LDA have surfaced, such as
Labeled-LDA [21] (with an application on Twitter appearing
as TweetLDA in [20]). LDA will be used as a baseline for the
approach proposed in this paper. A review of probabilistic
topic models can be found in [3].

3. BEYOND PAIRWISE COOCCURRENCE
ANALYSIS

Feature-pivot methods discover topics by putting together
sets of keywords based on their cooccurrence patterns. Most
feature-pivot methods in the literature examine the cooccur-
rence patterns between pairs of terms. In the case that there
are many related topics in the corpus, it may not be pos-
sible to distinguish these topics by examining only pairwise
cooccurrence patterns. For instance, in one of the datasets
that we examine, we focus on a political event (Super Tues-
day) and there are topics like “Mitt Romney wins Virginia”,
“Romney appears on TV and thanks Virginia”, “Newt Gin-
grich gives a speech on healthcare” and“Newt Gingrich wins
Vermont”. In these topics there is a set of dominant terms
(“wins”, “Romney”,“Virginia”and“Gingrich”), each of which
cooccurs with more than one other term; e.g., “wins” cooc-
curs with “Romney”, “Gingrich”, “Virginia” and “Vermont”
and at the same time these terms cooccur with each other
in a number of documents. Thus, if we examine only pat-
terns of pairwise cooccurrences it is likely that all such terms
end-up being grouped together and the obtained topics are
mixed topics that unclearly represent all these finer topics
together. Thus, taking into account only pairwise cooccur-
rence patterns in cases that fine-grained topic detection is
required may lead to low quality results. On the other hand,
it is clear that if we instead examine the simultaneous cooc-
currence patterns in the same document between a larger
number of terms (e.g. “wins”, “Romney” and “Virginia” at
the same time) we may be able to identify such finer topics.

3.1 FPM for topic detection
We now proceed to examine approaches that move beyond

pairwise cooccurrence analysis. A straightforward way to
consider simultaneous cooccurrence patterns between more
than two terms is to apply FPM techniques [9]. FPM in-
volves a set of techniques that were developed to discover
frequent patterns in a large database of transactions. In the
context of feature-pivot methods, one would look for terms
that frequently occur together. Considering that there is a
huge number of possible sets of terms that may frequently
occur together, appropriate algorithms such as Apriori [1],
DIC [5], DHP [17] and FP-Growth [12] have been developed
to efficiently discover such patterns. For a review of FPM



Algorithm 1 SFPM for topic detection

Input: C: A corpus of n documents
K: Number of top terms to be selected
b, c : The parameters of the sigmoid

Output: Topics: The set of resulting topics
T = SelectT opTerms(C,K)
for each term t in T do

Dt = ComputeOccurrenceV ector(C, t)
end for
Topics = ∅
for each term t in T do

S = t;
DS = Dt;
ContinueExpanding = true;
repeat

t̂ = GetBestMatchingTerm(DS, S, T );
sim = CosineSimilarity(DS, Dt̂);
if sim > θb,c(S) then

S = S ∪ t̂;
DS = DS +Dt̂;
for i=1,...,n do

if Di
S < |S|/2 then

Di
S = 0

end if
end for

else
ContinueExpanding = false;

end if
until ContinueExpanding
Topics = Topics ∪ S

end for
Post-processing (duplicate removal)

methods please see [11].
An FPM method for topic detection that utilizes the FP-

stream algorithm has appeared in [10]. Interestingly, FPM
has also been used in conjunction with probabilistic topic
models in [15], in order to enrich the representation of doc-
uments before they are processed by standard probabilistic
topic models. That is, the representation of documents is
enriched with the patterns that involve the terms in the doc-
ument and that have a high support. The rationale is that
such patterns convey semantic relationships between terms
that may be missed if only the terms in the document are
considered. FPM has also been used in a similar manner to
improve the document retrieval in [27].

In this work we also experiment with a FPM approach.
We utilize the FP-Growth algorithm, which is based on the
use of the FP-Tree structure. Once the FP-Tree is con-
structed, all patterns with some minimum support are ex-
tracted from it (support is the number of transactions/documents
that contain the pattern) and are ranked. The top patterns
are returned from the algorithm. As mentioned later, we
experiment with datasets from Twitter: we treat each tweet
as a transaction, whose items are the terms appearing in
the tweet (all terms and hashtags are treated in the same
manner).

3.2 Proposed approach: SFPM
It can be said that FPM lies on one end of the spectrum of

methods that examine cooccurrence patterns between terms:
whereas a typical feature-pivot method examines only pair-

Figure 1: A single expansion of the set S. The best
match Dk of the DS vector is found, the set S is
expanded with the element k and Dk is added to
DS.
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Figure 2: Different shapes of the sigmoid depending
on the b and c parameters. The values b = 5 and
c = 2 are used in this work.

wise cooccurrences, FPM examines the simultaneous cooc-
currence between any number of terms, typically larger than
two. As argued before, we are interested in cooccurrence
patterns of degree larger than two in order to capture closely
related topics; however, in some cases it could be that due
to the strict requirement of FPM that all terms cooccur fre-
quently, it may be able to surface only topics consisting of
a smaller number of terms that are therefore more generic
/ coarse. A question that naturally arises is whether it is
possible to formulate a method that lies between the two
extremes of a pure FPM approach and typical feature-pivot
method that examins only pairwise cooccurrences. Such a
method would examine cooccurrence patterns between sets
of terms with cardinality larger that two, like FPM does, but
it would be less strict by not requiring that all terms in these
sets cooccur frequently in the same document. Instead, to
ensure topic cohesiveness, it would require that large sub-
sets of the terms grouped together, but not necessarily all,
cooccur frequently. In the following, we present SFPM, a
novel method that attempts to do this. It consists of three



Table 1: Likelihood of appearance of a sample of
terms in the new and reference corpuses, as well as
the ratio of likelihoods.

Term New corpus Ref. corpus Ratio

Obama 0.03783 0.00004 866.87

Romney 0.03036 0.00004 650.60

Day 0.00175 0.00105 1.65

distinct phases (the algorithm is described in Algorithm 1):
(a) Term selection: The first stage of SFPM involves se-

lecting a set ofK terms from the corpus that will be grouped.
Any criterion for term selection may be used. We use the
approach in [16], which is based on an independent reference
corpus consisting of randomly collected tweets. For each of
the terms in the reference corpus, the likelihood of appear-
ance p(w|corpus) is estimated as follows:

p(w|corpus) =
Nw + δ

(
∑n

u
Nu) + δn

(1)

where Nw is the number of appearances of term w in the
corpus, n is the number of term types appearing in the cor-
pus and δ is a small constant (typically set to 0.5) that is
included to regularize the probability estimate (i.e. to en-
sure that a new term that does not appear in the corpus is
not assigned a probability of 0). Please note that the sum in
the denominator runs through all the terms in the corpus.
To determine the most important terms in the new corpus,
we compute the ratio of the likelihoods of appearance in the
two corpora for each term. That is, we compute:

p(w|corpusnew)

p(w|corpusref )
. (2)

The terms with the highest ratio will be the ones with signif-
icantly higher than usual frequency of appearance and it is
expected that they are related to the most actively discussed
topics in the corpus.

Stop words, although already removed during preprocess-
ing in our experiments, would typically have a ratio around
1. Very common words that may be considered “topic-
neutral” are also likely to have a ratio around 1. Table 1
shows the likelihood of appearance of a small number of
terms in the reference and the new corpus as well as the
corresponding ratio. This illustrates what we already dis-
cussed: the names of the candidates are much more likely
to appear in the new corpus rather than in the reference
corpus. Moreover, a common, “topic-neutral” word like the
word “day” is roughly equally likely to appear in both cor-
pora and therefore cannot be considered as important.

(b) Cooccurrence-vector formation: This step is the
core of the SFPM method. SFPM works by maintaining a
set of terms S, on which new terms are added in a greedy
manner, according to how often they cooccur with the terms
already in S. At the end, S will represent a topic. In order
to quantify the cooccurrence match between a set S and a
term t candidate for inclusion in S, we maintain a vector
DS for S and a vector Dt for the term t, both with length
n, where n is the number of documents in the collection.
The ith element of DS denotes how many of the terms in
S cooccur in the ith document, whereas the ith element of
Dt is a binary indicator that represents if the term t occurs
in the ith document or not. For most cases, apart for very

common terms, the Dt will be rather sparse (and similarly
DS will also be rather sparse when not very common terms
are included in S), and due to this, an appropriate list-based
sparse representation is used. Such a sparse representation
also makes the application of the algorithm feasible in rela-
tively large collections of documents.

Considering the definitions of the vectors Dt and DS , it is
clear that the vector Dt for a term t that frequently cooccurs
with the terms in set S, will have a high cosine similarity
to the corresponding vector DS . Note that some of the ele-
ments of DS may have the value |S|, meaning that all items
in S cooccur in the corresponding documents, whereas other
may have a smaller value indicating that only a subset of the
terms in S cooccur in the corresponding documents. For a
term that is examined for expansion of S, it is clear that
there will be some contribution to the similarity score also
from the documents, in which not all terms cooccur, albeit
somewhat smaller compared to the documents in which all
terms cooccur. This way we achieve the soft matching be-
tween a term that is considered for expansion and a set S.
Finding the best matching term can be done either using
exhaustive search or some approximate nearest neighbour
scheme such as LSH (in the experiments we do not utilize
LSH though). A single expansion step of S is displayed in
Figure 1.

As mentioned, we utilize a greedy approach that expands
the set S with the best matching term, thus we need a cri-
terion for terminating the expansion process. The termina-
tion criterion clearly has to deal with the cohesiveness of
the generated topics, meaning that if not properly set, the
resulting topics may either end up being too generic (with
too few keywords) or really being a mixture of topics (with
too many keywords related to possibly irrelevant topics). To
deal with this, we use the cosine similarity between S and
the next best matching term. If the similarity is above some
threshold, we add the term, otherwise the expansion process
stops. This threshold is the only parameter of SFPM and
is set to be a function of the cardinality of S. In particular,
we use a sigmoid function:

θ(S) = 1−
1

1 + exp((|S| − b)/c)
(3)

For appropriate values of b and c, this has the form in Fig-
ure 2. The parameters b and c can be used to control the
size of the term clusters and how soft the cooccurrence con-
straints will be. For instance, for the experiments carried
out in this paper, b was set to 5 and c was set to 2, resulting
in the sigmoid displayed by the blue line in Figure 2. This
encourages the addition of terms when the cardinality of S is
small (the threshold is low), but makes difficult the addition
of terms when the cardinality is larger. A low threshold for
the small values of |S| is required so that joining the set S is
possible for terms that are associated to different topics and
therefore occur in more documents than to ones correspond-
ing to the non-zero elements of DS . The high threshold for
the larger values of |S| is required so that S does not grow
without limit.

Additionally, in early experiments with the described al-
gorithm it was found that, after some time, especially if some
very frequently occurring term has been added to the set,
the vector DS may include too many non-zero entries filled
with small values. This may have the effect that a term may
be deemed relevant to S because it cooccurs frequently only



with a very small number of terms in the set rather than
with most of them. In order to deal with this issue, after
each expansion step, we reset to zero any entries of DS that
have a value smaller than |S|/2.

Finally, since we require a set of topics, rather than a
single topic, the described greedy search procedure is applied
as many times as the number of considered terms, each time
initializing S with a candidate term. It should also be noted
that it has been observed that if we start from two terms
that belong to the same topic, it is not necessary that the
two sets produced by the expansion procedure will be the
same. Therefore, we initialize S with a different candidate
term each time. In some cases though, the produced sets
are indeed the same, therefore, we may end up with some
duplicate topics.

(c) Post-processing: The final step of the algorithm
post-processes the results of the main part by removing du-
plicate topics.

Regarding the computational complexity of the algorithm,
the main factor on which it depends is K, the number of
terms that are selected. Considering that the set expansion
procedure starts K times, each time initializing the set by
a different term, and that in each set expansion step the
main operation is to go through the K candidate terms for
expansion, the complexity of the algorithm is O

(

K2
)

.

4. EXPERIMENTAL EVALUATION
SFPM was tested on three datasets and compared against

a feature pivot algorithm that takes into account only pair-
wise cooccurrence patterns, a standard FPM algorithm (as
described in Subsection 3.1) and LDA. In the following, we
first present the three datasets and discuss the evaluation
methodology. We then present the feature-pivot method
that we experimented with, a graph-based method. Finally,
we present the results.

4.1 Datasets
The three evaluation datasets1 are related to three large

real-world events. The first dataset is related to the Super
Tuesday primaries, held in the U.S.A in March 2012, the
second is related to the FA Cup final, held in May 2012, and
the third is related to the U.S.A. Elections held in November
2012. For all three events, a set of tweets was collected using
the Twitter streaming API to which a set of relevant key-
words was provided. This resulted in a collection of 474,109
tweets for the Super Tuesday dataset; 148,652 tweets for
the FA Cup dataset and 1,247,483 tweets for the Elections
dataset. Clearly, there is a very large number of topics that
appear in these datasets and it would be extremely diffi-
cult to manually obtain a set of ground-truth topics man-
ually. Instead, we focus on a specific subset of the topics
that appear in the datasets and in particular the ones that
have been covered by the mainstream media (in particular,
Wall Street Journal, CNN, Guardian, Fox News, Washing-
ton Post and Huffington Post). First, a set of topics that
were covered in the mainstream media during the period of
collection was manually identified. Subsequently, it was ver-
ified that these topics are well represented in the collected
tweets. In total, 22 topics were identified for the Super Tues-

1We made the datasets publicly available at the following
location: http://www.socialsensor.eu/results/datasets/72-
twitter-tdt-dataset
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Figure 3: Topic recall for the four tested methods,
for the Super Tuesday (top), FA Cup (middle) and
U.S. Elections (bottom) datasets.

day dataset, 13 for the FA Cup dataset and 64 for the U.S.
Elections dataset. Each of the topics is represented by a set
of mandatory terms (all of which are required in a candi-
date topic in order to count it as correctly detected), a set
of optional terms (a set of terms which are relevant to the
topic but are not required for correct detection of the topic)
and a set of forbidden terms (a set of terms that should not
be included in the candidate topic, such a set is included to
make sure that we can distinguish between closely connected
topics). Moreover, the dataset was split into timeslots and
the ground-truth topics were allocated to the correspond-
ing timeslots. For some examples of actual topics please see
Table 2.

It should be noted that the identified topics for all datasets
are closely related, therefore the datasets and the ground-
truth are suitable for testing our assumption that examining
cooccurrence patterns of degree larger than two is more suit-
able than examining only pairwise cooccurrence patterns, in
cases where the topics are closely related. To the best of



Table 2: Example ground-truth topics.

Topic
Terms

Mandatory Optional Forbidden

Super Tuesday

Fox reports that Mitt Rom-
ney wins Virginia

Mitt, Romney, wins, Vir-
ginia

Fox, primary Ohio, Georgia, Mas-
sachusetts, Vermont,
Gingrich, Paul, Santorum

NBC reports that Newt Gin-
grich wins Georgia

Newt, Gingrich, wins, Geor-
gia

NBC, primary Ohio, Virginia, Mas-
sachusetts, Vermont, Rom-
ney, Paul, Santorum

Rick Santorum makes a
speech about healthcare

Santorum, healthcare Speech, health, America Gingrich, Romney, Paul

FA Cup

Ramires scores for Chelsea Ramires or Chelsea, score or
goal

1-0

Agger is shown a yellow card
for a tackle to Mikel

Agger, booked or yellow
card

tackle, Mikel, challenge

Andy Caroll hits a header
but Cech makes a save on
the line

Andy or Caroll, line header, Cech, equalise

U.S. Elections

Media report that Mitt
Romney wins South Car-
olina

Mitt or Romney, wins, Car-
olina

South, CNN, NBC Barack, Obama

Jesse Jackson is re-elected in
Chicago

Jesse, Jackson, re-elected Chicago, representatives

CBS reports that Mitt Rom-
ney has called Obama to
congratulate him

Mitt, Romney, Barack,
Obama, call

congratulate, CBS

our knowledge, there is no publicly available topic detection
dataset, accompanied with a ground truth set of topics, that
meets this requirement.

The following measures of performance were used:

• Topic recall : Percentage of ground truth topics that
were successfully detected by a method. A topic was
considered successfully detected in case the automat-
ically produced set of keywords contained all manda-
tory keywords for it and none of the forbidden.

• Keyword precision: Percentage of correctly detected
keywords out of the total number of keywords for the
topics that have been matched to some ground-truth
topic. The total precision of a method is computed by
micro-averaging the individual precision scores over all
matched topics.

• Keyword recall : Percentage of correctly detected key-
words over the total number of keywords of the ground
truth topics that have been matched to some candidate
topic. The total recall is similarly computed by micro-
averaging.

These scores were computed at the top n topics produced
by the topic detection algorithms, for a range of values of n.
In order to rank topics, we compute a score for each topic
as the average likelihood ratio of its terms.

Note that we did not include topic precision as an evalua-
tion measure. The reason is that to measure topic precision,
we would need to compare the topics that our algorithms
detect with the set of every topic that took place at that
particular time. A traffic jam and a national election may

both be topics appearing in the corpus, and people certainly
send tweets about both, but there is no practical way to cre-
ate a definitive list of all such topics. Instead, we have only
a subset of the topics that occurred in each timeslot, so we
cannot be sure if the identified topics that have not been
matched to the ground-truth topics are “genuine” topics or
not. Thus, precision cannot be sensibly measured. One
possibility would be a manual evaluation where the topics
detected by each algorithm were subsequently labeled as ac-
tual or not actual topics by a human evaluator. Then it
would be possible to compute topic precision. This would
be extremely time-consuming, especially for studies such as
this one which compares the efficiency of different algorithms
in different types of datasets and therefore involves a very
large number of runs.

4.2 Baseline graph-based algorithm
As a baseline algorithm for our experiments from the class

of feature-pivot methods that take into account pairwise
cooccurrences between terms, we use a graph-based algo-
rithm. In short, the algorithm steps are the following:

• Selection: The top K terms are selected (the same
mechanism as for SFPM is used) and a node for each
of them is created in the graph G.

• Linking : Pairwise similarities between all pairs of terms
are computed. Various options are explored (Jaccard,
number of doccuments in which terms cooccur, etc.).
Nodes of the graph are linked; we experimented with
a kNN approach (linking each term with its k nearest
neighbours) and an ǫ-based approach (link all pairs of
nodes that have similarity higher that ǫ).
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Figure 4: Keyword recall (left column) and keyword precision (right column) for the four tested methods
for the Super Tuesday dataset (top row), the FA Cup dataset (middle row) and the U.S. Elections dataset
(bottom row). Similar results are obtained for the FA Cup dataset.

• Clustering : The Structural Clustering Algorithm for
Networks (SCAN) [26] is applied on the graph. Each
detected cluster forms a topic. An interesting property
of SCAN is that, in addition to detecting clusters of
nodes, it provides a list of hubs, each of which may be
connected to a set of clusters. The detected hubs may
be considered as terms related to more than one topic,
something that would not be possible to achieve with
a common partitional clustering algorithm. Moreover,
SCAN can identify outliers, nodes that are sparsely
connected to other nodes; the terms corresponding
to such nodes are not eventually linked to any clus-
ter/topic.

• Cluster enrichment : The connectivity of each of the
hubs detected by SCAN to each of the communities is
checked and if it exceeds some threshold, the hub is
linked to the adjacent cluster(s).

Clearly, there are many decisions to be made with respect to

the similarity measure used, the construction of the graph,
the parameters of SCAN, etc. For this work, the values for
these parameters were empirically selected based on a small
subset of the available data.

4.3 Results
Table 3 displays the three evaluation measures (@10 for

Super Tuesday and U.S. Elections, @2 for FA Cup, due to
the smaller number of topics and shorter timeslot duration)
for the four tested algorithms. For all datasets, the SFPM
approach achieves the highest topic recall. Moreover, it
achieves a quite high keyword recall and keyword precision.
This indicates that SFPM is able to retrieve more target
topics and that it also represents them in a quite complete
and accurate manner. FPM performs worse in topic recall
but does quite well in keyword precision. This observation
is in accordance with the motivation for developping SFPM
(cf. Section 3.2): SFPM should be able to detect some of



Table 3: Comparison of topic detection algorithms.
T-REC, K-PREC, and K-REC refers to topic-recall
and keyword-precision/recall respectively. Best re-
sults are in bold.

Super Tuesday

Method T-REC@10 K-PREC@10 K-REC@10

LDA 0.0000 0.0000 0.0000

Graph-based 0.0455 0.3750 0.6000

FPM 0.1364 1.0000 0.4091

SFPM 0.1818 0.4717 0.8929

FA Cup

Method T-REC@2 K-PREC@2 K-REC@2

LDA 0.6923 0.6585 0.1578

Graph-based 0.2307 0.4285 0.2857

FPM 0.6923 0.6428 0.2967

SFPM 0.9230 0.6666 0.2186

US Elections

Method T-REC@10 K-PREC@10 K-REC@10

LDA 0.1094 0.1654 0.6286

Graph-based 0.0781 0.3750 0.4839

FPM 0.0000 0.0000 0.0000

SFPM 0.3594 0.2412 0.6953

the finer granularity topics that FPM cannot, while at the
same time we can expect FPM to be more strict in grouping
terms than SFPM and therefore a higher keyword precision
is to be expected.

Topic recall at a range of values for @N is displayed in
Figure 3. Again, for both datasets, SFPM achieves higher
topic recall. Interestingly, SFPM produces a smaller num-
ber of topics than the other approaches, so the curve is flat
after some point. However, topic recall is still higher for
SFPM even for higher values of N . For the Super Tues-
day dataset though, for large values of @N, it is overcome
by FPM and LDA. It is also important to notice that both
FPM and SFPM are for most values of @N doing better
than the graph-based approach, thereby verifying our as-
sumption. Graphs showing keyword recall and precision for
the Super Tuesday dataset are shown in Figure 4. Similar
conclusions to the ones obtained by Table 3 can be drawn:
SFPM achieves the highest keyword recall and the second
highest keyword precision. FPM is doing particularly well in
keyword precision but not in keyword recall, meaning that
it tends to form smaller but more concrete sets of terms. On
the other hand, other methods, including SFPM (due to its
“softness” property), produce somewhat less concrete topics.
Similar conclusions are obtained by examining the results in
the other two datasets.

A sample of topics detected using SFPM can be seen in
Table 4.

5. CONCLUSIONS AND FUTURE WORK
This paper presented SFPM, a novel feature-pivot topic

detection methods that - as opposed to most existing ap-
proaches - examines cooccurrence patterns of degree larger
than two. It is based on a greedy set growing algorithm and
has been shown to achieve excellent results in three topic de-

tection tasks. Experimental results indicate that SFPM is
performing better than competing methods and show a clear
improvement over the plain FPM approach. We also argue
that FPM approaches such as SFPM can perform better in
tasks where the topics are inter-related and fine-grained.

In the future, we intend to test FPM and SFPM with
datasets containing different types of documents. Moreover,
we intend to examine the problem of synonyms, which is
important for short documents like the ones that we experi-
mented with. Finally, we plan to explore other options such
as alternative search strategies. For instance, to reduce the
computational cost of the method, one could consider stop-
ing the set expansion procedure once the set under consid-
eration matches one of the already identified sets.
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