
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

THEME ARTICLE: FUTURE OFWORK
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While current meeting tools are able to capture key analytics from both text and
voice (e.g., meeting summarization), they do not often capture important types of
conversations (e.g., a heated discussion resulting in a conflict being resolved). We
developed a framework that not only analyzes text and voice, but also quantifies
fundamental types of conversations. Upon analyzing 72 hours of conversations
from 85 real-world virtual meetings together with their 256 self-reported meeting
success scores, we found that our quantification of types of conversations (e.g.,
social support, conflict resolution) was more predictive of meeting success than
traditional voice and text analytics. These new techniques will be essential to
uncover patterns in online meetings that might otherwise go unnoticed.

DATA analytics might help online participants
run their meetings more efficiently through
accurate and real-time feedback on logistics,

attendees, and environment.2,6 For example, a meet-
ing tool could improve awareness of a meeting’s atmo-
sphere by visualizing participants’ contributions and
salient moments.2 Current meeting tools already offer
insights through audiovisual or textual support. For
instance, an existing speech-based tool is able to
mark important “action items” in the spoken dia-
logue,15 while other tools are able to identify discus-
sion and agreement within multiparty conversations.10

While such tools often rely on textual or audiovi-
sual analyses, they do not capture all the aspects
characterizing successful meetings. This is especially
true for online meetings in which certain social cues
(e.g., head movements14 and body languages4) might
go missing. Consider, for example, a virtual meeting
during which only the host and a few participants
enable the camera feed. In such a setting, while audio
may convey, to a great extent, the sentiment and the
prosody of the spoken words, the lack of physical
presence and interaction makes it difficult to capture

key conversations (e.g., a conversation expressing
support); a situation that many might have experi-
enced during the COVID-19 pandemic. As more meet-
ings are held in virtual rooms whose content can be
recorded, we are faced with an unprecedented oppor-
tunity to automatically analyze their characteristics,
and understand their language’s nuances. This work
took that opportunity and, in so doing, made three
main contributions:a

1) We collected 72 hours of meeting conversations
from 85 real-world virtual meetings, held on Cis-
co’s WebEx in a corporate setting. Additionally,
we collected 256 self-reported meeting success
scores, which we used as the ground truth in our
predictive models (see the “Dataset” section).

2) Using our dataset, we developed metrics based
on the literature (see the “Methodology” sec-
tion), which capture traditional textual and ver-
bal analytics, and newly defined types of
conversations expressed in the spoken dialogue
aiming at universally describing any type of
social relationship. We built a model that pre-
dicts a meeting’s success upon these metrics,
and found that the quantification of different
types of conversations was more predictive than
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traditional verbal and textual analytics (see the
“Results” section).

3) We discuss potential uses of this new set of ana-
lytics in current and future tools for monitoring
and improving the productivity in meetings (see
the “Discussion and Conclusion” section).

RELATEDWORK
Meeting analytics are key to a meeting’s productivity;2

in a sense, they provide a way to reflect and, ulti-
mately, run meetings more effectively. They have been
used for a variety of purposes, including offering post-
meeting assistance,15;20 providing real-time feedback
to organizers or participants,2;6;19 and quantifying
human behavior to track whether a meeting was
productive.4;10;14

Technologies for post-meeting assistance mainly
focused on helping participants and organizers sum-
marize past meetings by annotating meeting tran-
scripts and detecting action items,15 and by detecting
sentiments.20 The main objective was to allow partici-
pants to learn from past meetings. Other technologies
focused on providing real-time feedback alongside a
meeting. For example, Sarda et al.19 developed a real-
time feedback system highlighting speaker turns to
foster more inclusive meetings. Finally, several studies
focused on tracking behavior, including tracking the
impact of micro conversational events (e.g., turn tak-
ing and transitions) on macro group performance,10

and monitoring sensor outputs4 that captured body
postures and gestures that might impact a meeting’s
experience.

Most of the above studies leveraged a variety of
signals, from visual (e.g., head movements4;14) to phys-
ical (e.g., heart rate4) to verbal (e.g., speech speed and
linguistic properties19) to interactive (e.g., likes2). How-
ever, most of those previous studies fall short in
understanding the relationship of those metrics with
meeting experience; contrary to previous research,
our study correlates meeting metrics with partici-
pants’ self-reported experience. Additionally, most of
prior work relies on audio transcripts, and often over-
looks communication nuances and subtle cues.9 That
is why this work set out to find the relationship
between social, verbal, sentiment cues, and meeting
success.

DATASET
Using a Cisco’s WebEx companion platform,2 we col-
lected data from 85 virtual corporate meetings with
the consent of the participants. In total, these meet-
ings lasted 4373 minutes with a median of 4 people

participating in each meeting (min: 2, max: 65, with
11 meetings participated by more than 10 people). The
dataset is comprised of a diverse range of meetings
with varying duration (min: 20.6 minutes, median:
48.3minutes, max: 180.2minutes), hours of day (earliest
and latest meeting happened at 8 A.M. and 6 P.M.,
respectively, on that day), days of week (Mon–Fri), and
days of month (1–31). These meetings lasted for about
49minutes on average, and all of themwere conducted
during business hours (8 A.M. to 6 P.M., Mon–Fri). The
companion platform allowed people participants to
earmark key moments with a mobile app. These
moments were then converted into one minute long
audio chunks, which the meeting participants could
playback in retrospect to get a quick audio summary of
the meeting. Earmark moments define salient
moments, singling out important parts of the meet-
ings.2 The companion platform also allowed us to
obtain self-reports. More specifically, at the end of
each meeting, the participants were prompted to
answer two questions: one capturedQpsychological, which
is the extent to which [a participant] felt listened or
motivated to be involved, and the other captured
Qexecution, which is the extent to which [a participant]
felt that themeeting had a clear purpose and structure.
The two questions were answered on a 1–7 Likert-scale,
with 7 indicating greater extent. These two questions
resulted from an extensive large-scale crowdsourcing
study that determined the key predictors of a meet-
ing’s psychological experience,6 and are generalizable
and independent from the specific analytics under
study here.

Each meeting in the dataset was stored as a set of
one-minute earmarked audio chunks, and of each par-
ticipant’s two self-reported answers. We transcribed
the earmarked audio chunks using the state-of-the-art
Google’s API Speech-to-Text service;b each meet-
ing’s transcript was used in our textual analyses,
while a meeting’s audio was used in our audio anal-
yses. In total, all the 85 meetings contained 1007
earmarked moments (a meeting on average had 11
earmarked moments), and 256 answers to the two
questions.

METHODOLOGY
Using our collected dataset, we designed five metrics
based on the literature that capture both verbal

bSpeech-to-Text API: htt_ps://cloud.google.com/speech-to-
text. It has been found that Google has superior performance
on speech recognition compared to other platforms and
tools.13
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analytics (state-of-the-art) and types of conversa-
tions (our proposal). Verbal analytics metrics are
denoted with (V). To allow for experimental compar-
ison, we developed two additional state-of-the-art
metrics based on textual analyses, which are
denoted with (T).

(A) State-of-The-Art Meeting Analytics

1) Content (T): Following the work of Murray,16 we
considered a bag-of-words model that quantifies
the frequencies of the most frequent uni-grams
and bi-grams used in the meeting transcripts. To
reduce sparsity, we counted the uni-grams and
bi-grams that occur five times or more in the
training set.

2) Sentiment (T): We applied sentiment analysis to
capture the spectrum of sentiment expressed
throughout the meeting. More specifically, we
applied both VADER (rule-based)12 and FLARE
(based on deep-learning)1 to the meeting
transcripts.

3) Sentiment (V): Verbal sentiment has been linked
to people’s perception of a meeting’s experi-
ence.16 We used a deep-learning speech-based
sentiment classifier8 to extract verbal sentiment
for each meeting. The classifier was trained on
an audio dataset annotated with eight emotions:
neutral, calm, happy, sad, angry, fearful, surprise,
and disgust. The adopted classifier was shown
to achieve empirically superior performance,
obtaining a weighted average F1 score of 0.91 on
a widely used public dataset.8

4) Emotions From Pitch and Energy (V): In verbal
communication, pitch expresses emotional and
paralinguistic information; it conveys emphasis,
contrast, and intonation. Coutinho and Dibben7

showed that prosodic features (e.g., pitch and
energy) provide a reliable indication of the emo-
tional status of conversational interactions. For
example, the arousal state of a speaker (high
activation versus low activation) affects the
overall energy, and the energy distribution
across the frequency spectrum.7 To capture
pitch and energy intensity patterns, for each
meeting, we extracted the mean, the median,
the standard deviation, the maximum, the mini-
mum, and the range (max–min) of both the fun-
damental frequency and the energy. We also
calculated the ratio of the up-slope of the pitch
contour to that of the down-slope, which cap-
tures the fraction of high pitched voice regions.

5) Emotions From Speech Rate (V): The arousal
state of a speaker has been found to affect the
frequency and duration of pauses. For example,
an unusually high speaking rate has been linked
to altered emotional states.17 To capture speech
rate, we used: i) the number of syllables per dura-
tion, ii) the number of syllables per phonation
time, and iii) the ratio of duration of voiced and
unvoiced regions.

6) Emotions From Prosody (V): In addition to time-
dependent acoustic features (e.g., pitch, energy,
and speech rate), spectral features are often
selected as a short-time representation for
speech signal. It is known that, during meetings,
happy utterances have higher energy at high fre-
quency range, while sad utterances have lower
energy at the same frequency range.18 For each
meeting, we computed the mel-frequency ceps-
trum (MFC) as it is a widely used representation
of such short-term sound power spectrums.18

(B) Our Proposal: Types of
Conversations
Choi et al.5 and Deri et al.9 showed that there are
10 dimensions that capture, to a great extent, the type
of social interactions in a wide variety of communica-
tion types in the workplace (in, e.g., corporate email
exchanges). These dimensions were found to univer-
sally describe any types of social relationships based
on an extensive review of decades’ worth of findings
in sociology and social psychology.9

These dimensions5 include: knowledge (exchange
of ideas or information; learning, teaching), power
(having power over the behavior and outcomes of
another), status (conferring status, appreciation, grati-
tude, or admiration upon another), trust (will of relying
on the actions or judgments of another), support (giv-
ing emotional or practical aid and companionship),
romance (intimacy among people with a sentimental
or sexual relationship), similarity (shared interests,
motivations, or outlooks), identity (shared sense of
belonging to the same community or group), fun
(experiencing leisure, laughter, and joy), and conflict
(diverging views, and conflict resolution).

Although these categories are not meant to cover
exhaustively all possible social experiences, Deri
et al.9 provided empirical evidence that most people
are able to characterize the nature of their relation-
ships using these 10 concepts only. Through a crowd-
sourcing experiment, they asked people to spell out
keywords that described their social connections,
and found that all of them fitted into the 10
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dimensions. We developed an long short-term mem-
ory (LSTM) classifier,5 a type of recurrent neural net-
work particularly suited to process data that is
structured in temporal or logical sequences, to derive
the 10 types of conversations. We selected the LSTM
model as it has been shown to perform best com-
pared to other state-of-the-art approaches.5 The
training data were acquired through crowdsourcing
by labeling the 10 social dimensions on comments
from a public discussion platform (Reddit) and from a
corporate email exchange dataset (Enron), in total
consisting of around 9k pieces of text. The 10 trained
classifiers were shown to be general and robust, per-
forming well on many different contexts, including
social media, movie, corporate email exchanges and
discussion forums.5 We adopted such classifiers to
quantify the types of conversations that typically
occur in a meeting. We excluded the dimension of
romance as it was not present in our meeting data.

Since our metrics might not be exhaustive to cover
all types of meetings, we set out to test the extent to
which these metrics are predictive of self-reported
meeting success.

Self-Reported Meeting Success Score
To see how we defined a “success” score, consider a
previous large-scale crowdsourcing study.6 In it, a 28-
item questionnaire was administered to 363 individu-
als whose answers were statistically analyzed through
principal component analysis. The analysis showed
that two factors were sufficient to mostly capture
whether a meeting was successful or not: (a) the

extent to which participants felt listened during the
meeting or motivated to be involved (Qpsychological), and
(b) the extent to which the meeting had a clear pur-
pose and structure (Qexecution). To this end, we obtained
the loading factors of these two questions, and used
these loadings and the self-reports to compute an
aggregated score for each attendee as: success ¼
ð0:759 �QpsychologicalÞ þ ð0:673 �QexecutionÞ. We binarized
each meeting’s success (using the median computed
across all meetings, min: 5.5, median: 7.8, max: 10.0),
and accordingly assigned the meeting to either a posi-
tive class or a negative one (i.e., categorizing all meet-
ings to be “successful” or “unsuccessful”).

RESULTS
To test the predictive power of our metrics, we devel-
oped classifiers for meeting success. We deployed a
logistic regression, a support vector machine, a ran-
dom forest, a XGBoost, and an AdaBoost classifier.
We chose these classifiers as they represent a wide
range of linear and nonlinear classification algorithms.
These algorithms are also proven to be robust and
perform well across datasets and applications. Based
on our analyses, we found that the best performing
model was AdaBoost, which is an ensemble learning
method (also known as “meta-learning”). AdaBoost
uses an iterative approach to learn from the misclassi-
fications of weak classifiers, and builds a strong classi-
fier by combining multiple weak classifiers; for brevity,
we report only its results. We measured performance
using a standard classification metric, that is, the area
under curve (AUC), and employed a leave-one-out
cross-validation.c We report the averaged AUC and
the variance across all folds. To compare different
models, we performed pair-wise t-test to determine to
which extent their AUC values were statistically differ-
ent from each other. General Evaluation. Figure 1
reports the AUC values for our models trained on dif-
ferent combinations of our metrics.

› By inspecting each individual metric indepen-
dently, we found that “types of conversations”
achieved the highest AUC of 76%, whereas the
textual sentiment (T) metric, yielded the lowest
AUC score of 56%. This is largely because most
of the meeting transcripts do not contain explicit
expressions of emotions. The “types of conversa-
tions” metric was found to statistically

FIGURE 1. Evaluation (AUC) of our models trained on textual

analytics (orange), verbal analytics (green), and types of con-

versations (blue). Model performances on the training data-

set are reported on leave-one-out cross-validation folds,

whereas error bars show the variance across all folds.

cLeave-one-out cross-validation results in a more robust esti-
mate of model performance on a small dataset.
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outperform any other individual metric (p-value
< 0.05).

› When comparing across three types of analytics
(i.e., textual, verbal, and social), we found that
the model trained on types of conversations
performed the best, achieving an AUC of 76%;
followed by the model trained on verbal analyt-
ics, and then by the model trained on textual
analytics. The model trained on verbal analytics
(called all (V) in Figure 1 and incorporating pros-
ody, speech rate, pitch, and verbal sentiment)
achieved a close second best prediction perfor-
mance, obtaining an AUC of 74%, which was
not statistically significant different from the
social analytics model. The model based on all
the textual analytics (all (T) in Figure 1) per-
formed the worst overall, even if it achieved an
AUC as high as 70%.

› By combining all textual, verbal, and social ana-
lytics (All in Figure 1), the best performing model
achieved an AUC of 80% (significantly outper-
forming any other individual or combined met-
ric), demonstrating that these analytics are, to a
certain extent, complementary to each other.

Analysis of Types of Conversations. As the types of
conversations were collectively found to be most pre-
dictive of meeting success, we then set out to deter-
mine which types tended to be more so individually.

First, we inspected the distributions of the types
across all meetings (see Figure 2). As one expects,
meeting participants mostly exchange knowledge,
with expressions of shared interests (similarity), and a
sense of belonging to the same group (identity).

Second, we inspected the feature importance of
the best performing AdaBoost model trained on types
of conversations (see Figure 3). This allowed us to

understand which types (positively or negatively) con-
tributed the most to the prediction accuracy. The fea-
ture importance is calculated using the standard Gini
importance method as the total decrease in AdaBoost
tree node impurity (weighted by the probability of
reaching the tree node at hand, which is approximated
by the proportion of samples reaching that node) aver-
aged over all trees of the ensemble. We found that
conflict, support, and status were the most predictive
types. Conflict usually indicated the presence of
diverging views within the meeting, and, eventually,
conflict resolution; support was associated with emo-
tional or practical aid and companionship; and status
conferred status, appreciation, gratitude, or admira-
tion upon another. For example, as shown in Table 1, it
is not surprising that meetings that provided support
were considered successful (e.g., “[...] very interested
to hear about these experiments”). Contrary to con-
ventional wisdom, we observed that conflict contrib-
uted positively to meeting success. This is partly
explained by language exchanges that were mostly
constructive, resulting in the definition of common
goals or concrete action points (e.g., “[...] But, let me
explain. [...] You are right, it must be that way”.

Overall, these results show that these types of
conversations are instrumental to a meeting’s
success.

DISCUSSION AND CONCLUSION
While existing meeting tools translate, to a great
extent, key aspects into analytics, we showed that
there exist types of conversations that host important
information linked to a meeting’s success. If captured,
these types of conversations could potentially enrich

FIGURE 2. Distributions of types of conversations expressed

in our meetings. FIGURE 3. Feature importance (absolute value) of the Ada-

Boost model trained on each type of conversation.
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meeting analytics, both in real-time and postmeeting.
Our results reaffirmed previous findings18 according to
which verbal features (e.g., prosody and pitch) were
found to complement textual sentiment and vocabu-
lary ones. Interestingly, we found that certain types of
conversations (e.g., conflict and support) were more
predictive of meeting success than verbal features,
which were the close second best predictive features.
In addition, both features were complementary to
each other, and a combination of both was more pre-
dictive than what they were individually.

Our work offers two main practical implications.
First, our types of conversations could be theorized in
the context of meetings, and widely adopted in organi-
zational and management research. For example,
these types could be linked to the concept of psycho-
logical safety. As Edmondson11 stated, psychological
safety refers to “the absence of interpersonal fear that
allows people to speak up with work-relevant con-
tent.” As such a possibility greatly matters in meet-
ings, if captured, it could help teams create safe
environments. Second, our models could be deployed

TABLE 1. Examples excerpts extracted from themeeting transcripts, illustrating the use of language in the types of conversations

under study. Names appearing in the original dialogues were paraphrased, and quotes in boldface indicate language markers

concerning corresponding conversation types.

Dimension Examples

Conflict (contrast, diverging views,
conflict resolution)

“Yeah, it’s a problem. I think that’s like [...] I don’t know. But, let me explain. If you
go on Instagram, you push that little heart button, and it starts floating up stuff.
That’s equivalent when you first get your phone. It’s annoying, you know the

vibration that most people turn off over time, right? [...] they [users] didn’t have
faith in the buttons being pushed, and over time, you know, maybe then you see

the visual feedback. You are right, it must be that way.”

Support (giving emotional or practical
aid and companionship)

“Human decisions about driver-less or autonomous cars is a very depressing
topic. [...] The team, though, is very interested to hear about these experiments.
Welcome everyone.” “Thank you for the intro, and thank you for inviting me here.
Can I start, right? Yeah, I’m going to talk about the moral machine experiment
and a couple of [...]” “What about the experiments, and the follow-up work with

these amazing collaborators?.”

Status (appreciation, gratitude,
admiration)

“If you have any interesting projects, topics, or ideas that you want to present,
please don’t hesitate [...], just get in touch.” “Exactly. Thank you Daniel, and thank
you everyone for participating. See you soon to our next seminar series. Thank

you. Thank you for joining us today. Thank you. Thanks for participating”

Identity (shared sense of belonging) “I mean, but it’s certainly one thing that people find interesting to talk about, and
they feel that they have something to share. I think it’s an important thing. Is
that supposed to provide people with the opportunity to give an opinion no
matter how crazy or biased they are [...], but if they could give that opinion.”

Similarity (shared interests, motivations
or outlooks)

“From your anecdotal example, it shows one amazing way that artificial
intelligence is used in healthcare. So I think this example is interesting for a

couple of reasons. Firstly I think it really well illustrates the potential benefits we
could have for medical AI. It also illustrates some of the high-stakes ethical
decision-making that these kind of systems would end up being involved in.”

Trust (will of relying on the actions of
another)

“I don’t know, if you guys have any comment on that.” “Just one suggestion. Also,
I would like to have some project updates. There is a lot of fuzziness around what
the project entails, and we have not registered yet. But we don’t know what the

customer wants to.We will figure it out, though.”

Power (having power over the behavior
of another)

“These people tend to have the grace of God.” “[...] because of the way that our
economy declines, we can now identify specific cultural dimensions.”

Knowledge (exchange of ideas learning
or teaching)

“Let me start with an example. [...] you have a typical prediction problem, and
that is going to be used in a life-changing decision. [...]” “In the final part of the
system, we will demonstrate how analog processing works [...]. Any thoughts?”

Fun (experiening leisure, laughter or joy) “ So, you guys here these sounds? [...] Not really in my side. [...] Oh, yeah. It’s like
bird sounds. I cannot here hear you on the bridge [referring to WebEx], but I hear

voices like birds. It’s so funny.”
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and integrated with any communication tool that pro-
vides voice recordings. MeetCues2 is an example of
such a tool: it allows participants to engage during a
meeting, and to reflect on their experience through
visual and interactive features.

This work has three main limitations that call for
future research. First, our dataset refers to business
meetings, thus our findings might not generalize to
other types of meetings. In addition, given our rela-
tively small dataset, we used a leave-one-out valida-
tion procedure and, as such, our models might have
learned intrinsic patterns from the participants rather
than from the actual meetings, questioning the gener-
alizability of these models. Future work should con-
sider to: (i) apply the models to other types of
meetings and companies, testing their generalizability;
and (ii) build prediction models that are more fine-
grained than ours, which were based on dichotomized
success scores. Second, we adopted audio as our
main source. However, other aspects derived from
facial expressions or body languages might be able to
capture more nuanced emotions from meeting partici-
pants (e.g., key turning points in a meeting).4 Finally,
our types of conversations capture the most frequent
dynamics of interpersonal exchanges in general set-
tings, which are not specific to meetings. Further tai-
loring those conversation types to the meeting
context might boost the model performance, pushing
it even further beyond our model’s fairly high AUC of
76%.

Our work shed light on the importance of quantify-
ing different types of conversations at scale. By moni-
toring these conversations within an organization (e.g.,
company, university), one could potentially measure
specific aspects of organizational productivity, and
proactively take actions for improvement. For example,
our analytics can be integrated as a plug-in for monitor-
ing and improving online conference/meeting applica-
tions (e.g., Zoom).2 While this approach promises to
improve organizational productivity, it also raises ques-
tions related to workplace surveillance.3 On a very
pragmatic level, there is a handful of reasons as to why
organizations opt in for surveillance (e.g., maintaining
productivity, monitoring resources used, protecting
the organization from legal liabilities). Critics, however,
might rightly argue that there is a fine line between
what organizations could be monitoring and what they
should be monitoring. If crossed, this line will have
unintended consequences directly on employees,
affecting their well-being, work culture, and productiv-
ity. If future meetings tools incorporate any kind of
monitoring, they would need to ensure that such a

monitoring is done in a way that preserves an individu-
al’s rights, including that of privacy.
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